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ABSTRACT

This brief review is concerned with how human performance efficiency
changes as a function of time of day. It presents an overview of some of the
research paradigms and conceptual models that have been used to investigate
circadian performance rhythms. The influence of homeostatic and circadian
processes on performance regulation is discussed. The review also briefly
presents recent mathematical models of alertness that have been used to pre-
dict cognitive performance. Related topics such as interindividual differences
and the postlunch dip are presented. (Chronobiology International, 17(6),
719–732, 2000)
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As reviewed by Lavie (1980), the search for cycles in mental performance is not a
novel interest derived from the recent development of chronobiology as an accepted field.
The study of performance rhythms began in the early days of experimental and educa-
tional psychology, well before the terms circadian and chronobiology had even been
invented. This work was concerned mainly with determining the optimal time of day for
the teaching of an academic subject (e.g., Gates 1916; Muscio 1920; Laird 1925).

It is generally accepted that Nathaniel Kleitman was the investigator who made the
link between the early studies and current research on the circadian fluctuation of human
behavior (Lavie 1980; Folkard and Monk 1985). Kleitman (1963) showed strong evi-
dence for a parallelism between circadian rhythm in body temperature and time of day
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effects in performance for simple repetitive tasks involving motor activity that had a
small cognitive load (card sorting, mirror drawing, copying, code substitution, etc.). As
with the temperature rhythm, the results showed a well-marked diurnal rhythm of perfor-
mance, with a maximum at midday and minima early in the morning and late at night.
Kleitman and Jackson (1950) went as far as to assert that fluctuations in performance
could be inferred from variation in oral temperature, thus avoiding the use of “time
consuming performance tests which, in themselves, interfere with, or disrupt, the sched-
uled activities of the persons studied” (p. 309).

Subsequently, the work of Colquhoun and coworkers, again concerned mainly with
simple repetitive tasks, also stressed a parallelism between temperature and performance
circadian fluctuations. Colquhoun (1971) studied vigilance tasks (detection of an infre-
quent signal), simple addition tasks (adding six two-digit numbers), and other simple
reaction time tasks. Unlike Kleitman, Colquhoun and coworkers did not infer a causal
relationship between the performance and body temperature. Instead, they viewed the
diurnal fluctuation in performance as being mediated by a circadian rhythm in “basal
arousal” (or the inverse of sleepiness).

DIFFERENTIAL TIME-OF-DAY VARIATION FOR
DIFFERENT TASKS: OBSERVATIONS UNDER

NORMAL DAY-NIGHT CONDITION

Subsequent studies would demonstrate that, under normal day-night conditions, there
was no single performance rhythm, but many. Until the mid-1980s, most of the research
into circadian fluctuations of performance examined performance over the normal working
day (09:00 to 18:00). No attempt was made to distinguish variations in performance due
to endogenous circadian factors from those linked to the amount of time since awake.
According to this view, the parallelism between temperature and performance observed in
early studies seems to hold for only a fairly restricted range of tasks. This heralded a new
approach to the study of circadian rhythm in performance, with more emphasis on the
differences between performance rhythms than on the similarities. The new approach is
epitomized by Folkard (1983): “Perhaps the main conclusion to be drawn from studies on
the effects of time of day on performance is that the best time to perform a particular task
depends on the nature of that task” (p. 266). Moreover, for the first time, efforts were made
to understand the mechanisms underlying circadian performance rhythms.

Diurnal fluctuation of working memory well illustrates this attempt to understand
heterogeneity between tasks. In general, performance on working memory tasks shows a
maximum at about midday (Laird 1925; Folkard 1975). This is later than the peak for
immediate memory (which peaks in the morning hours), but earlier than for the tasks
involving simple processing, which show a parallelism with body temperature. In addi-
tion, other studies have shown different time-of-day effects for working memory depend-
ing on the requirements of the task or the particular subject population to be tested. Thus,
for example, one study showed an early morning peak of mental arithmetic performance
in children (Rutenfranz and Helbruegge 1957), while another study found an evening
peak for this type of performance in highly practiced young adults (Blake 1967). Folkard
et al. (1976) have shown that the trend of performance for this type of task seems to
depend on the precise size of the working memory load. These authors used a serial
visual search task in which the working memory load (number of target letters to be
remembered) could vary systematically. With a low working memory load, performance
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was correlated positively with the circadian rhythm of body temperature. However, as
the memory load was increased, the relationship between performance and body tempera-
ture broke down and eventually was reversed, with peak performance occurring at the
trough of temperature in a high working memory load version. These results suggest that,
for a given individual, manipulations of the memory load involved in the performance of
a task will affect the timing of the trend over the day.

Several studies have also demonstrated that change over the day in adopted strategy
(Baddeley 1966a, 1966b; Folkard 1979; Monk 1981); hemispheric dominance (Zaidel
1983; Folkard 1990; Corbera et al. 1993; Shub et al. 1997); and ability to suppress
incorrect, but strong answers (May and Hasher 1998) are also significant factors when
we try to understand the heterogeneity between tasks in the literature on time-of-day
effect. Furthermore, individual characteristics influencing these factors (like age, level
of practice, morningness-eveningness) have all been shown to give rise to different time-
of day fluctuations. Thus, for example, Horne et al. (1980) showed that when extreme
evening types and morning types were compared, not only the phase, but also the shape,
of the time-of-day curve differed between the two groups, with the morning-type group
showing much more of a postlunch dip (see below). In a similar vein (this time using a
simple median split in morningness score), Monk and Leng (1986) showed that the phase
difference in performance time-of-day effect between the two groups was amplified when
a cognitive task was used rather than a simple repetitive task. With regard to aging, our
own work has shown that, especially in men, the circadian performance rhythms of older
(>70 years) people are more determined by time since waking (homeostatic) processes
than by rhythmic inputs from the endogenous circadian pacemaker (see below). This
tends to attenuate the amplitude of the older person’s circadian variation in performance
(and alertness), especially when the sleep/wake cycle is suspended.

There is still much work to do before one can understand which performance tasks
will show different time-of-day effects and what the mechanisms are that underlie these
differences. Many of the studies have not yet been replicated using different populations
of subjects. In addition, many of the models generated to explain the mechanisms under-
lying heterogeneity between the different tasks are quite stimulating, but need to be tested
more systematically. Furthermore, these conclusions were based largely on studies that
sampled data infrequently and/or limited data collection to normal working hours. The
question of how performance fluctuates during the normal waking hours is very impor-
tant for many fields in which optimal performance is obligatory. For example, sports
performance has been studied quite extensively (Atkinson and Reilly 1996; Atkinson and
Speirs 1998). The majority of components of sports performance (e.g., flexibility; muscle
strength; short-term, high-power output) seem to vary with time of day and peak in the
early evening close to temperature maximum. However, tests of physical fitness based
on heart rate and prolonged submaximal exercise carried out in hot conditions show peak
time in the morning. As is the case for cognitive performance, individual differences,
such as morningness-eveningness and age, and change of strategy are also reported to
play a significant role in daily fluctuation of sport performance efficiency.

CONTEMPORARY MODELS OF PERFORMANCE EFFICIENCY:
CIRCADIAN AND HOMEOSTATIC REGULATION

Contemporary models of subjective alertness and performance efficiency view
these variables as being determined both by a homeostatic process (amount of hours
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since awake) and by an input from the circadian timing system (CTS) (Monk et al. 1983;
Monk et al. 1989; Dijk et al. 1992; Folkard and Akerstedt 1992; Johnson et al. 1992).
Thus, the time-of-day fluctuations observed in performance are thought to be generated
by the interaction of these two processes. For example, performance efficiency on a
specific task may decrease over the day because the amount of hours since awakening
increases (homeostatic drive), because the input from the CTS produces a less optimal
“state” to perform the task, or because of both of these influences. In the same manner,
performance efficiency may be stable over the day because the input from the CTS
exactly counterbalances the effects of increasing hours awake. To dissect the individual
effect of rhythmic and homeostatic factors on performance efficiency is not easy. Some
experimental and mathematical approaches have been proposed (e.g., forced desynch-
rony, mathematical removal of data trends), with each of these having underlying as-
sumptions and limitations. Unless a study adopts a specific approach to separate rhythmic
and homeostatic factors, it is not possible to know how they are interacting to influence
the observed fluctuation in performance.

SIMILAR TIME-OF-DAY VARIATION FOR DIFFERENT TASKS:
RECENT RESULTS FROM CONSTANT ROUTINE AND FORCED

DESYNCHRONY PROTOCOLS

Recent studies suggest that intertask differences observed under normal day-night
conditions (sleeping at night and being awake during the day) can fail to appear when
data collection is extended into the night and when subjects not sleep deprived are tested
at all circadian phases (using the forced desynchrony protocol).

Johnson et al. (1992) have replicated the decline in short-term memory over the
first 10h of the waking day in a 40h wakeful bed rest protocol. However, when the
testing was extended to the entire 40h and the sleep-wake cycle was suspended, a paral-
lelism between short-term memory performance and temperature emerged, with a coinci-
dence in the timing of troughs of temperature and performance. These data were consis-
tent with the results of a 72h sleep deprivation study in which performance on a memory
and search task reached a trough between 02:00 and 06:00 (Babkoff et al. 1988). These
results raise doubts about a general inversion of short-term memory and body tempera-
ture rhythms.

Monk et al. (1997) have studied the circadian fluctuations of performance (speed
and accuracy) at serial search, verbal reasoning, and manual dexterity tasks during 36h
of unmasking conditions (constant wakeful bed rest, temporal isolation, homogenized
“meals”). Figure 1 shows the time-of-day functions for search speed, reasoning speed,
vigilance hits, and dexterity speed. The linear trend of each subject’s individual time
series has been removed to factor out the effect of sleep deprivation. As found by Johnson
et al. (1992), the minima of the average performance rhythms were mostly within the
05:00 to 07:00 time window, broadly coincident with the timing of the trough in rectal
temperature. Thus, when the sleep-wake cycle is suspended and data collection is ex-
tended into the night, circadian performance rhythms appear generally to be predictable
from the circadian temperature rhythm. This is true even for reasoning speed, a “working
memory” task shown by Folkard (1979) to exhibit a time-of-day effect (under day-night
conditions) that is rather different from body temperature (a midday peak versus an
evening peak). In the same vein, Monk and Carrier (1997) have shown, after controlling



RHYTHMS OF PERFORMANCE 723

FIGURE 1. Detrended functions for search speed (lines/minute), reasoning speed (lines/minute),
and vigilance hits (percentage hits). Plotted is mean ± SEM from 17 subjects. (From Monk et al.
1997.)

for the effects of microsleep, psychomotor slowing, and inattention, that speed of mental
processing seems to slow around the temperature minimum time.

The Johnson et al. (1992) and Monk et al. (1997) studies suggest that intertask
differences under a normal day-night condition might be driven more by the homeostatic
influence of time since waking than by intertask differences in CTS influence. As men-
tioned above, it is not easy to separate the homeostatic influence from the drive of the
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CTS. Monk et al. (1997) suggest that the parallelism observed in their study occurred
because the sleep/wake cycle was suspended, and the linear buildup had been factored
out by the removal of the linear trend.

The forced desynchrony protocol is one of the techniques often proposed to sepa-
rate out the homeostatic influence from the drive of the CTS. Using such a protocol,
Monk et al. (1983) showed that intertask differences existed in the weight given to ho-
meostatic versus CTS influences in the final circadian performance rhythm. Interestingly,
however, when performance is induced at tau (the period length of the CTS), a parallel-
ism between temperature and performance seems to occur for all tasks (Monk et al. 1983;
Monk et al. 1989; Dijk et al. 1992; Johnson et al. 1992). Figure 2 illustrates the circadian-
and the sleep/wake-dependent influences on short-term memory, calculation perfor-
mance, subjective alertness, and core body temperature in nine subjects experiencing a
forced desynchrony protocol (Johnson et al. 1992). Each subject was scheduled to a 28h
rest/activity cycle to induce a desynchrony between the body temperature rhythm and the
sleep/wake cycle. Rhythms in short-term memory, subjective alertness, and calculation
performance clearly varied with circadian phase and paralleled closely the educed wave-
form of the body temperature rhythm. Figure 2 also shows that short-term memory,
subjective alertness, and performance all varied systematically with elapsed time since
waking on the 28h day. Thus, Johnson et al. (1992) confirmed the original 1983 assertion
of Monk et al. that performance on these three behavioral variables is influenced by two
interacting factors: an endogenous circadian process that is coupled to the temperature
rhythm and a homeostatic process related to the sleep/wake cycle. Monk and Carrier
(1998) extended results obtained with the forced desynchrony protocol and showed that
performance on several tasks, including hand dexterity, verbal reasoning, and serial
search, show a parallelism with body temperature whether educed at tau (the period of
the CTS) or at T (hours since waking). These results have also shown that, at least for
these specific tasks, the influence of hours since waking is at least as strong as the
influence of the CTS.

CIRCADIAN CORRELATES OF PERFORMANCE: THE
PREDICTIVE VALUE OF CORTISOL, MELATONIN,

VIGILANCE, AND MOOD RHYTHMS

Allowing that homeostatic (“time since waking”) effects also exist, recent studies
strongly suggest that endogenous circadian performance rhythms are controlled by the
same pacemaker that drives the endogenous circadian rhythm of body temperature. This
pacemaker also drives a number of other physiological rhythms, including plasma corti-

FIGURE 2. Circadian and sleep/wake-dependent influences on short-term memory, cognitive
performance, subjective alertness, and core body temperature (°C) in 9 subjects during episodes of
forced desynchrony between the body temperature and sleep/wake cycles. Data are double plotted.
Left panel: All data are referenced to the phase of the endogenous circadian temperature cycle
educed at its intrinsic period, with 0° = temperature nadir. Right panel: The same data are refer-
enced to wake time (0 minutes) and educed at the period of the imposed sleep/wake cycle (28h).
(From Johnson et al. 1992.)
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sol and plasma melatonin. The body temperature rhythm is the “gold standard” for human
circadian rhythms, much as the running wheel is for hamster studies (Wever 1979), at
least partly because it is so easy to measure. However, there is no conceptual or mecha-
nistic advantage to using body temperature as an index of the activity of the CTS. Only
one recent study has looked at how performance rhythms are correlated with cortisol
and melatonin circadian rhythms (Monk et al. 1997). Results showed that temperature
and cortisol rhythms correlated with slightly more performance measures than did mela-
tonin. Within subjects, predominantly positive correlations emerged between good per-
formance and higher temperatures and better subjective alertness; predominantly negative
correlations emerged between good performance and higher plasma levels of cortisol
and melatonin. While all three physiological rhythms were reasonably well correlated
with performance, the parallelism was far from compelling, with mean intrasubject corre-
lations accounting for a rather small proportion of variance (<10%). Thus, extreme care
should be exercised in asserting, for any physiological variable, a universal parallelism
between circadian rhythms in performance and physiology resulting from some posited
causal relationship between the two. Instead, it would be more parsimonious to assert
that performance rhythms are driven independently by the CTS (and time since waking),
with a pattern that happens to yield a positive relationship with temperature and a nega-
tive one with cortisol and melatonin, without necessarily being directly mediated by any
particular physiological rhythm. It is noteworthy that, in the same study, global vigor
(subjective alertness) correlated about as well with performance as did body temperature.
Thus, although it may seem more rigorous to anchor performance rhythms to an objective
index such as body temperature, in terms of predictability, a simple rating of alertness
may work just as well.

MATHEMATICAL MODELS OF PERFORMANCE

Mathematical models of alertness have been proposed recently (Folkard and Aker-
stedt 1992; Achermann and Borbély 1994; Folkard et al. 1999; Jewett and Kronauer
1999), and attempts have been made to use them to predict cognitive performance. All
these models include three processes: a homeostatic process that increases during sleep
and decreases with the amount of hours since awake, a circadian process controlled by
the circadian pacemaker, and an inertia process on transitions between sleep and waking
states (sleep inertia alone or sleep and wake inertia). These models have been useful for
predicting alertness in various research protocols, and efforts have been made recently
to refine them to predict alertness in real night shift environments (Folkard et al. 1999).

While some models imply that the homeostatic and circadian processes are inde-
pendent and additive (Folkard and Akerstedt 1992; Achermann and Borbély 1994), the
model of Jewett and Kronauer (1999) implies a nonlinear interaction between the homeo-
static and the circadian processes. Jewett and Kronauer (1999) based their assumption
on detailed analyses of forced desynchrony data. Those results have shown that the am-
plitude of the circadian modulation on both alertness and cognitive throughput (number
of mathematical additions performed) fluctuates with the amount of hours since awake.
According to these results, the circadian influence on alertness and performance is low
on awakening, increases during the first 15h of wakefulness, and remains quite constant
up to 50h of sleep deprivation (Dijk et al. 1992; Jewett and Kronauer 1999; Wyatt et al.
1999).
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It has been suggested, however, that possible nonlinearity in the neurobehavioral
metrics used (e.g., floor or ceiling effects) may explain such an interaction (see Acher-
mann 1999 and Dijk et al. 1999 for further discussion). This later argument points out
the importance of testing these models with other performance tasks.

In that vein, given the recent suggestion that their model of alertness (Akerstedt
and Folkard 1997) may be generalized to predict measures of performance, Owens et al.
(1998) examined the hypothesis that alertness can be used to predict time-of-day effects
of performance between 08:00 and midnight. While alertness was a reasonably good
“predictor” of the simple perceptual-motor speed measures in this study, it predicted less
well some of the other performance measures, like accuracy from a low and high memory
search task. The authors concluded that the three-process model of alertness could not
be generalized to predict successfully all measures of mood and performance.

In conclusion, we need to be very cautious in assertions regarding the mechanism
by which circadian performance rhythms occur. While undoubtedly driven by the CTS
and the effects of time since waking, performance rhythms do not appear to be the simple
direct result of circadian changes in either mood or physiology. The understanding of
the mechanisms underlying different diurnal fluctuations during waking hours (without
suspending the sleep/wake cycle) will require dissection of the individual effects of ho-
meostatic and circadian influences on performance efficiency. This will not be a simple
task since current research suggests that these processes vary with task parameters (e.g.,
cognitive load) and individual characteristics (age, chronotype, level of practice).

ULTRADIAN RHYTHMS OF PERFORMANCE:
THE POSTLUNCH DIP

The afternoon siesta is an integral part of many different cultures (Dinges and
Broughton 1989). A broad base of empirical evidence suggests that there is a general
increase in human sleep propensity during the midafternoon hours (Richardson et al.
1982; Campbell 1984; Lavie 1986; Carskadon and Dement 1992). To account for the
postlunch dip phenomenon, Broughton (1975, 1988) initially proposed the existence of
a circasemidian rhythm of vigilance and slow-wave sleep (SWS) propensity having 12h
and 24h components. In a new model of sleep/wake cycle regulation, Broughton proposes
that the afternoon nap zone is due to increasing homeostatic sleep propensity after morn-
ing awakening (Borbély’s Process-S) being overwhelmed by a circadian arousal process
that will become maximal later in the evening (Broughton 1998). Many studies of perfor-
mance have also reported a short-lived decrement of performance during the midafter-
noon hours; the postlunch dip was one of the first exceptions found to the parallelism
between performance and temperature circadian rhythms. Blake’s (1967) classic studies
of performance and time of day showed a clear postlunch dip in measures of simple
reaction times, serial search, and signal detection. Although the postlunch dip can be
exacerbated by a heavy high-carbohydrate lunch (Craig et al. 1981), it can occur even
when no lunch is taken (Blake 1971; Monk et al. 1996). Interestingly, postlunch dips are
also apparent in “real-life” studies of the frequency of “nodding off” while driving (Pro-
kop and Prokop 1955), missing warning signals as a train driver (Hildebrandt et al. 1974),
and the traffic accident statistics of Israel (Lavie 1991) and the United States (Mitler et
al. 1985). However, some laboratory studies have failed to find evidence for a postlunch
dip, even when very similar measures of performance were considered (Christie and
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McBrearty 1979). Likewise, there was little evidence of a clear postlunch dip when a
metanalysis of time-of-day effects in various measures of laboratory performance effi-
ciency, and subjective activation was performed by Folkard and Monk (1987).

Some studies have suggested that individual characteristics may be linked to the
probability of showing an afternoon dip, which might explain some of the inconsistencies
found in the literature. For example, Lavie and Segal (1989), using the ultrashort sleep/
wake paradigm, have shown a much clearer postlunch dip in sleep length for morning
types than for evening types after sleep deprivation. Along the same vein, Monk et al.
(1996) hypothesized that physiological characteristics of the biological clock may indi-
cate who will, and who will not, show a postlunch performance dip. To test this, they

FIGURE 3. Mean 36h rectal temperature (±SEM) plotted by time of day for “dippers” and “non-
dippers.” Each value is expressed as deviation from that subject’s 36h mean. The two lines indicate
the time interval 10:00 to 22:00 on day 1. (From Monk et al. 1996.)
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studied rectal temperature rhythms in groups of subjects who either did or did not show
a clear postlunch dip at a monotonous (25–30 minute) vigilance task (Mackworth visual
vigilance task; Mackworth 1948). Performance was tested every 2h for the 36h unmask-
ing protocol. During the protocol, the subject was kept in wakeful bed rest in a temporal
isolation environment. Meals were replaced by hourly food supplement comprised of
1/24th the subject’s daily caloric requirement. Figure 3 shows vigilance performance (%
signals correctly detected ± SEM) as a function of time of day for “dippers” and “nondip-
pers.” Subjects showing the postlunch performance dip had a higher amplitude and later
peaking 12h component of rectal temperature rhythm than those not showing the perfor-
mance dip. This resulted in a flat, rather than rising, function in body temperature over
the 10:00–15:00 time interval (see Fig. 3). These results suggest that the postlunch dip
is linked to an endogenous phenomenon that is individually determined and is related to
the strength of the (12h) harmonic of the temperature circadian system.

CONCLUSIONS

“It’s as different as night and day” is an apt summary of how human performance
ability fluctuates over the 24h. Importantly, these fluctuations are nontrivial and are
predictable, given knowledge of the status of the circadian system and the amount of
prior wakefulness. Because both of these factors combine to influence performance,
circadian performance rhythms do not always parallel the body temperature rhythm, al-
though they invariably do so when the sleep/wake cycle is suspended.
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