Choosing the appropriate statistic to test any hypothesis


-depends on the level of measurement of the two variables


-for each method be able to state how to determine



1) Is the relationship significant?



2) How strong is the relationship (Measure of Association)?
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General Rule for test of significance
      Statistical significance


-the probability there is no relationship b/w the 2 variable in the population 



from which this sample was drawn

-probability of no relationship



 - use letter “p”



.01 = 1 chance out of 100, no relationship



.05 = 5 chances out of 100, no relationship  - most commonly used
   How to interpret significance level.


If this “p” is less than (or =) .05, results are significant :  



reject the null hypothesis.


If “p” is greater than .05,  results are not significant :  



accept the null hypothesis.

T-Test

Used to compare two means


-the Dep Var should be scalar (can calculate the mean) 


and Indep Var Nominal with two categories


-ex. do Cdn students know more countries in Europe than US students


Dep Var = average score on a 20 item map test

Indep Var = two groups;  US and Cdn students 
   Used in Experimental Design to compare means
- control vs experiment groups

- pretest vs post test

General Method


Use SPSS  (not in Microcase)


Examine the means,  as default use the “Variance assumed not equal” line to report the t-statistic. 

The compute calculates a p value for the given t-stat.  Reject Null if < or = .05

  No Measure of association was discussed for T-Test

Chi- square

Independence of variables

 -knowing the Ind Var does not improve ability to predict the value of the Dep Var

        - the observed distribution is not different from chance (expected vales)
1. Is there a relationship?  Chi-square

Terminology of Contingency tables


Marginals, cells, observed and expected frequencies, residuals


Ind var in the Columns, Dep in the Rows
Null hypothesis: there is no relationship; 


the expected distribution for each column has the same proportion (%) 



as the row marginals (totals) 


Chi-square is a kind of a summation of the differences between the O and E values in 



each cell 


The larger the x2, the more likely the relationship is significant


-from the x2 value the computer calculates the p value, compare to .05
degrees of freedom [skipped this year]
- how many cells can be assigned Afreely@
Rule: df  = (R-1) (C-1)

Note: x2 can not be compared if different samples.   


It is easier to get significant results as N increases

2. How strong is the relationship? = Measures of Association



Strength of the relationship

For nominal variables


Cramer’s V, Lambda


-prefer using Lambda except for:



-skewed data or modal category



-then use Cramer’s V


Coefficient of Contingency  (C) – major problem – upper limit changes
For ordinal variables



Kendall’s Tau b & c



Gamma

Costner’s P-R-E Criterion


Proportional Reduction in Error

-proportion by which we can reduce the number of errors in predicting the dependent var by knowing the indep var
- check book for which are PREs
CORRELATION of two scalar 


Pearson correlation coefficient     r     - measure of association


Asterix indicates significance level


r squared


   -proportion of variation explained by other var

   -multiply by 100 as percent



-if r = .70, then r squared = .49




“49% of the variation in y explained”


Or
PRE
“Reduce errors by 49%” 


Correlation Matrix

Simple linear regression


Equation for best fitting line 
      Scatterplot


y = a (intercept) + b (regression coefficient) x   + e (error term)

Example;  Birthrate and Life expectancy


female life expectancy = 90 - (0.70 x birthrate)

Examine residuals for outliers.

MORE THAN 2 VARIABLES (X and Z to Y) Z as a control variable
Partial correlation shows unique contribution of X holding Z constant

Multiple Regression 


More than one independent variable


y = a + b1  x 1  + b2  x2   +    ..... +  e 

Multiple Correlation Coefficient  - R

Overall R squared – amount of variation


explained by all x variables together

Impact of each variable



Standardized regression coefficients can be compared.



-Betas or beta weights

CONTROL VARIABLES FOR CROSSTABS

Procedure - nominal & ordinal


I) Do regular 2 var Crosstab of   X and Y 




(the indep & Dep vars) alone


II) Do a crosstab for X & Y for each category 




of the control var


III) Compare tables.  
Three possible situations:


A)  stats are not different; any tables I or II  




- no effect


B)  stats for II are different from I



(if MA from I drops, spurious relationship)


C) stats among II tables are very different


     GOAL is to boost the correlation stat to a higher value (on at least one of the tables)

Control for two scalars if third variable is nominal or ordinal


-do the Pearson r for each category of that variable and compare.

ANOVA – Analysis of Variance

 Use only when Ind Var is nominal or ordinal;  Dep Var is scalar


calculate a mean for each group 


-are they significantly different?

Ind Var – groups

Dep Var – means  (scalar)

Measure of association


Use eta-squared


-percent of the variation in Y explained by X

Book explains – based on - Between-group variance /





total variance

