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Although synthesis has great potential payoll, the uscfulness of such models
to date has been very poor and has been limited to very simplistic movements.
The major problem is that the models that have been proposed are not very
valid; they lack the correct anthropometrics and degrees of freedom to make
their predictions very useful. However, because of its potential payoft, it is
important that students have an introduction to the process, in the hope that
useful models will evolve as a result of what we learn from our minor suc-
cesses and major mistakes.
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KINEMATICS

2.0 HISTORICAL DEVELOPMENT AND COMPLEXITY
OF PROBLEM

Interest in the actual patterns of movement of humans and animals goes back
to prehistoric times and was depicted in cave drawings, statues, and paintings.
Such replications were subjective impressions of the artist. It was not until a
century ago that the first motion picture cameras recorded locomotion patterns
of both humans and animals. Marey, the French physiologist, used a photo-
graphic “gun™ in 1885 to record displacements in human gait and chrono-
photographic equipment to get a stick diagram of a runner. About the same
time, Muybridge in the United States triggered 24 cameras sequentially to
record the patterns of a running man. Progress has been rapid during this
century, and we now can record and analyze everything from the gait of a
child with cerebral palsy to the performance of an elite athlete.

The term used for these descriptions of human movement is kinematics.
Kinematics is not concerned with the forces, either internal or external, that
cause the movement, but rather with the details of the movement itself. A
complete and accurate quantitative description of the simplest movement re-
quires a huge volume of data and a large number of calculations, resulting in
an enormous number of graphic plots. For example, to describe the movement
ol the lower limb in the sagittal plane during one stride can require up to 50
variables. These include linear and angular displacements, velocities, and ac-
celerations. Tt should be understood that any given analysis may use only a
small fraction of the available kinematic variables. An assessment of a running
broad jump. for example. may require only the velocity and height of the
body's center of niass. On - the other hand. amechanical power analysis of an
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amputee’s gt may require almost all the kimemate vnrables that e vl
able.

2.1 KINEMATIC CONVENTIONS

In order to keep track of all the kinematic variables, it is important to establish
a convention system. In the anatomical literature, a definite convention has
been established, and we can completely describe a movement using terms
such as proximal, flexion, and anterior. It should be noted that these terms
are all relative, that is, they describe the position of one limb relative to
another. They do not give us any idea as to where we are in space. Thus, if
we wish to analyze movement relative to the ground or the direction of grav-
iy, we must establish an absolute spatial reference system. Such conventions
are mandatory when magmg devices are used to record the movement. How-
cverswhen instruments are attached o the body. the data become relative,
and we lose miormation about gravity and the direction of movement.

2.1.1  Absolute Spatial Reference System

Several spatial reference systems have been proposed. The one utilized
throughout the text is the one often used for human gait. The vertical direction
is Y, the direction of progression (anterior—posterior) is X, and the sideways
direction (medial-lateral) is Z. Figure 2.1 depicts this convention. The positive
direction is as shown. Angles must also have a zero reference and a positive
direction. Angles in the XY plane are measured from 0° in the X direction,
with positive angles being counterclockwise. Similarly, in the YZ plane, angles
start at 0° in the Y direction and increase positively counterclockwise. The
convention for velocities and accelerations follows correctly if we maintain
the spatial coordinate convention:

x = velocity in the X direction, positive when X is increasing
y = velocity in the Y direction, positive when Y is increasing
Z = velocity in the Z direction, positive when Z is increasing
¥ = acceleration in the X direction, positive when i is increasing

acceleration in the Y direction, positive when y is increasing

<
Il

acceleration in the Z direction, positive when z is increasing

o
Il

The same applies for angular velocities and angular accelerations. A coun-
terclockwise angular increase is a positive angular velocity w. When w is
increasing, we calculate a positive angular acceleration, «.

An example taken from the data on a human subject during walking will
illustrate the convention. The kinematics of the right leg scgment (as viewed
from the right side) and its center of mass were analyzed as follows
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Transverse
plane

Figure 2.1 Spatial coordinate system used for all data and analysis.

o = —2.34 rad/s, a« = 14.29 rad/s*, v, = 0.783 m/s
a, = =927 m/s’, v, = 0.021 m/s, a, = —0.31 m/s?

I'is means that the leg segment is rotating clockwise but is decelerating
caweeelerating in a counterclockwise direction). The velocity of the leg’s center
ol mass is forward and very slightly upward, but is decelerating in the forward
Jirection and accelerating downward.

2.1.2 “Total Description of a Body Segment in Space

Ihe complete Kinematics of any body segment requires 15 data variables, all
ol which are changing with time:

I Posion (4w o) of segment center of mass

o lmea aelociy v v ) of segment center of mass
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e

Fincar aceeleration (1, ¥, 2) of segment center ol mass
xy? ()_vz

Angular velocity of segment in two planes, w,,, ©,.
Angular acceleration of segment in two planes, «,,, «

yz

Angle of segment in two planes, 6

v o+

o

Note that the third angle data are redundant; any segment’s direction can
be completely described in two planes. For a complete description of the total
body (feet + legs + thighs + trunk + head + upper arms + forearms and
hands = 12 segments) movement in three-dimensional (3D) space required
15 X 12 = 180 data variables. It is no small wonder that we have yet to
describe. let alone analyze. some of the more complex movements. Certain
simplifications can certainly reduce the number of variables to a manageable
number. In symmetrical fevel walking. for example, we can assume sagittal
plane movement and can normally ignore the arm movement. The head, arms,
and trunk (HAT) are often considered to be a single segment, and assuming
ssmmetry, we need to colleet data from one lower limb only. The data vari-
ables mthrs case (four segments, one plane) can be reduced to a more man-
ageable 30.

2.2 DIRECT MEASUREMENT TECHNIQUES

2.2.1 Goniometers*

A goniometer is a special name given to the electrical potentiometer that can
be attached to measure a joint angle. As such, one arm of the goniometer is
attached to one limb segment, the other to the adjacent limb segment, and
the axis of the goniometer is aligned to the joint axis. In Figure 2.2 we see
the fitting of the goniometer to a knee joint along with the equivalent electrical
circuit. A constant voltage E is applied across the outside terminals, and the
wiper arm moves to pick off a fraction of the total voltage. The fraction of
the voltage depends on the joint angle 6. Thus the voltage on the wiper arm
is v = kE6 = k,6 volts. Note that a voltage proportional to 6 requires a
potentiometer whose resistance varies linearly with 6. A goniometer designed
for clinical studies is shown fitted on a patient in Figure 2.3.

Advantages

1. A goniometer is generally inexpensive.

2. Output signal is available immediately for recording or conversion into
a computer.

3. Planar rotation is recorded independent of the plane of movement of
the joint.

*Representative paper: Finley and Karpovich, 196
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ligure 2.2 Mechanical and electrical arrangement of a goniometer located at the
Fnee joint. Voltage output is proportional to the jolnt angle.

Figure 2.3 Flectovomometer desrened toac ommaod e changes incenter of rotation

" b . ,
dothe konec jomt ~hown here hited on o patient « Reproduced by permission o
Chodok o NEONLraer Nedieal Conter Planmlron Cwee e

b
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Disadvantages

I. Relative angular data are given, not absolute angles, thus severely lim-
iting the data’s assessment value.

2. It may require an excessive length of time to fit and align, and the
alignment over fat and muscle tissue can vary over the time of the
movement.

3. If a large number are fitted, movement can be encumbered by the straps
and cables.

4. More complex goniometers are required for joints that do not move as
hinge joints.

2200 Special Joint Angle Measuring Systems. More recently in the area

of crrononnes, a special elove svstem has been developed to measure the
hincmatics of the tingers and the thumb. Fieure 2.4 shows the construction
of the vlove tnmsducer. which comprises a hehtweight elastic glove with

sesors onthe proxmal two jomts of cach finger and thumb plus a thumb
abductor sensor Fach transducer 1s o loop of fiber optic cable with a constant
mtrared source and s etehed in the region of the Joint of interest. As the joint
feves, the fiber bends and light escapes; the greater the bend, the more light
escapes. Thus. the flexion angular displacement is detected as a reduction in
light intensity received by the detector and is precalibrated against the bending
angle. A major use for such a system has been in the study of repetitive strain
injuries (cf. Moore et al., 1991).

2.2.2 Accelerometers*

As indicated by its name, an accelerometer is a device that measures accel-
eration. Most accelerometers are nothing more than force transducers de-
signed to measure the reaction forces associated with a given acceleration. If
the acceleration of a limb segment iS a and the mass inside is m, then the
force exerted by the mass is F = ma. This force is measured by a force
transducer, usually a strain gauge or piezoresistive type. The mass is accel-
erated against a force transducer that produces a signal voltage V, which is
proportional to the force, and since m is known and constant, then V is also
proportional to the acceleration. The acceleration can be toward or away from
the face of the transducer; this is indicated by a reversal in sign of the signal.
In most movements, there is no guarantee that the acceleration vector will act
at right angles to the face of the force transducer. The more likely situation
1s depicted in Figure 2.5, with the acceleration vector having a component
normal to the transducer and another component tangent to the transducer
face. Thus the accelerometer measures the a, component. Nothing is known

*Representative paper: Morris, 1973,
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I'iber optic etched in the area of the joint
LE & &7

->
>
IR detector ™€

IR source-

> Light escapes when fiber bends

B

[.css light reaches detector

Flexion sensor area

Interface Abduction
Glove Sensors

Vigure 2.4  Construction and operation of a glove transducer to measure angular
displacement of the fingers. Transducer is a loop of fiber optic cable; the amount of
heht returning to the detector decreases with increased finger flexion. Each cable is
calibrated for angular displacement versus detected light intensity. (Courtesy of the
l'reonomics Laboratory, Department of Kinesiology, University of Waterloo, Ont..
(“anada.)

ahout @, or a unless a triaxial accelerometer is used. Such a 3D transducer i
nothing more than three individual accelerometers mounted at right angles to
cach other, each one then reacting to the orthogonal component acting along
ts axis. Even with a triaxial accelerometer mounted on a limb, there can be
problems because of limb rotation, as indicated in Figure 2.6. In both cascs.
the leg is accelerating in the same absolute direction as indicated by vector
« The measured acceeleration component «, is quite different in each casc.
Fhus the accelerometer is limited o those movements whose direction in
space does not change drastically or to special contrived movements. such s
horzontal lexion ol the forcarm about a ived elbow joimt
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Figure 2.5 Schematic diagram of an accelerometer, showing acceleration with nor-
mal and tangential components. Voltage output is proportional to the normal compo-
nent of acceleration a,.

Figure 2.6  Two movement situations where the acceleration in space is identical but
the normal component is quite different.

Less Important

A typical clectric circuit of a piezoresistive accelerometer is shown in Fig-
ure 2.7. It comprises a half-bridge consisting of two equal resistors R,. Within
the transducer, resistors R, and R, change their resistances proportional to the
acceleration acting against them. With no acceleration, R, = R, = R,, and
with the balance potentiometer properly adjusted, the voltage at terminal 1 is
the same as that at terminal 2. Thus, the output voltage is V = 0. With the
acceleration in the direction shown, R, increases and R, decreases; thus, the
voltage at terminal | increases. The resultant unbalance in the bridge circuit
results in voltage V proportional to the acceleration. Conversely, if the accel-
eration is upward, R, decreases and R, increases; the bridge unbalances in
the reverse direction, giving a signal of the opposite polarity. Thus, over the
dynamic range of the accelerometer, the signal is proportional to both the
magnitude and the direction of acceleration acting along the axis of the ac-
celerometer. However, if the balance potentiometer is not properly set, we
have an unbalanced bridge and we could get a voltage—acceleration relation-
ship like that indicated by the dashed lines.
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—0
Supply
voltage
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Unbalanced 7 7/
. 4 /
bridge 7 /
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Batance §-5,¢

potentiometer

Supply
voltage
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Figure 2.7  Electrical bridge circuit used in most force transducers and accelerome-
s, See text for detailed operation.

Advantages

I. Output signal is available immediately for recording or conversion into
a computer.

Disadvantages

I. Acceleration is relative to its position on the limb segment.

Cost of accelerometers can be excessive if a large number are used;

also the cost of the recorder or analog-to-digital converter may be high.

3. If a large number are used, they can encumber movement.

4. Many types of accelerometers are quite sensitive to shock and are easily
broken.

5. The mass of the accelerometer may result in a movement artifact, es-
pecially in rapid movements or movements involving impacts.

8]

2.3 IMAGING MEASUREMENT TECHNIQUES

he Chinese proverb “A picture is worth more than ten thousand words”
holds an important message for any human observer, including the biome-
chanics researcher interested in human movement. Because of the complexity
ol most movements, the only system that can possibly capture all the data is
animaging system. Given the additional task of describing a dynamic activity,
weare further challenged by having to capture data over an extended period
ol e This necessitates taking many images at regular intervals during the
cvent


smackenz
Text Box
Less Important
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Fhere are many types ol maging systems that could be used The discus
ston will be Timited to three different types: movie cameri. teles isjon. and
optoclectric types. Whichever system is chosen. a lens is involved: therefore
a short review of basic optics is given here.

2.3.1 Review of Basic Lens Optics

A simple converging lens is one that creates an inverted image in focus at a
distance v fr‘om the lens. As seen in Figure 2.8, if the lens—object distance is
u, then the focal length f of the lens is

+

2.1

| —
S |-

1
f

Thg imugil'lg systems used for movement studies are such that the object—
lens distance is quite large compared with the lens—image distance. Therefore,

L0z sorf=u (2.2)

_ Thus,. if we know the focal length of the lens system, we can see that the
image size is related to the object size by a simple triangulation. A typical
focal length is 25 mm, a wide-angle lens is 13 mm, and a telephoto lens is
ISQ mm. A zoom lens is just one in which the focal length is infinitely
variable over a given range. Thus, as L increases, the focal length must in-
crease proportionately to produce the same image size. Figure 2.9 illustrates
this principle. For maximum accuracy, it is highly desirable that the image
be as large as possible. Thus. it is advantageous to have a zoom lens rather
than a series of fixed lenses: individual adjustments can be readily made for
cach movement (o be studied. or even during the course of the event.

Object
v; i
Image ;,/ ) I
i
g
Lens

Figure 2.8 Simple focusing lens system showing relationship between object and
image. »

INDAGEING NMEASTUREMENT TECHNIQUIES 23
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Image = — Obj ffZOb' -2 obj
mage = I ject = L ject = s Object

Figure 2.9 Differences in focal length of wide-angle, normal, and telephoto lenses
result in an image that is the same size.

2.3.2 f-Stop Setting and Field of Focus

The amount of light entering the lens is controlled by the lens opening, which
is measured by its f-stop (f means fraction of lens aperture opening). The
larger the opening, the lower the f-stop setting. Each f-stop setting corre-
sponds to a proportional change in the amount of light allowed in. A lens
imay have the following settings: 22, 16, 11, 8, 5.6, 4, 2.8, and 2. f/22 is 1/
22 of the lens diameter and f/11 is 1/11 of the lens diameter. Thus f/11
lets in four times the light that f/22 does. The fractions are arranged so that
cach one lets in twice the light of the adjacent higher setting (e.g., f/2.8 is
twice the light of f/4).

To keep the lighting requirements to a minimum, it is obvious that the lens
should be opened as wide as possible with a low f setting. However, problems
occur with the field of focus. This is defined as the maximum and minimum
range of the object that will produce a focused image. The lower the f setting,
the narrower the range over which an object will be in focus. For example,
il we wish to photograph a movement that is to move over a range from 10
to 30 ft, we cannot reduce the f-stop below 5.6. The range set on the lens
would be about 15 ft, and everything between 10 and 30 ft would remain in
focus. The final decision regarding f-stop depends on the shutter speed of the
movie camera and the film speed.

2.3.3 Cinematography*

Muany different sizes of movie cameras are available; 8-mm cameras are the
smallest. (They actually use 16-mm film, which is run through the camera
twice. then split into two 8-mm strips after it is developed.) Then there are
16-mm. 35 mm. and 70 mm. The image size of 8 mm is somewhat small for

Representatne paper Fbherhaet and Tioan, 1931
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aeeurate measurements, while 35-mm and 70-mm movie cameris are o
expensive to buy and operate. Thus, 16-mm cameras have evolved as a rea-
sonable compromise, and most high-speed movie cameras are 16 mm. There
are several types of 16-mm cameras available. Some are spring driven; others
are motor driven by either batteries or power supplies from alternating current
sources. Battery-driven types have the advantage of being portable to sites
where power is not available.

. The type of film required depends on the lighting available. The ASA rating
Is a measure of the speed of the film; the higher the rating, the less light is
requl_red to get the same exposure. 4-X reversal film with an ASA rating of
4}00 IS @ common type. Higher ASA ratings are also available and are good
for a qualitative assessment of movement, especially faster moving sporting
events. However, the coarse grain of these higher ASA films introduces in-
decuracies meoquantitative analyses.

The tinal factor that influences the lighting required is the shutter speed of
lhc camera. The higher the frame rate, the less time is available to expose
hlm: Most high-speed cameras have rotating shutters that open once per rev-
olution for a period of time to expose a new frame of unexposed film. The
arc ol the opening, as depicted in Figure 2.10, and the speed of rotation of
lhg shutter decide the exposure time. For example, at 60 frames per second
using a 3' factor shutter, the exposure time is 1/180 s. The amount of
light entering will be the same as a normal (still) camera set to a speed of
1/180 s.

' To .make the final settings, we use an cxposure meter to measure the light
Intensity on the human subject. For a given filming, the variables that are

60°
30°
180°
120~ \
U

Figure 2.10 Various-factor shutters used in movie cameras, | i s exposed duringe
the opening are and is advanced while the shutter s closed A
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preset are film ASA, shutter factor, and frame rate. The frame rate is set low
cnough to capture the desired event, but not too high to require extra lighting
or result in film wastage. To understand the problem associated with the
selection of an optimal rate, the student is referred to Section 2.5.3. The final
variable to decide is the f-stop. The light meter gives an electrical meter
rcading proportional to the light intensity, such that when the film ASA and
cxposure time are set, the correct f-stop can be determined. Thus, with the
movie camera set at the right frame rate, f-stop, and range, the filming is
ready to commence.

2.3.4 Television*

I'he major difference between television and cinematography is the fact that
tclevision has a fixed frame rate. The name given to each television image is
a field. In North America there are 60 fields per second, in Europe the stan-
dard is 50 fields per second. Thus, television has a high enough field rate for
most movements, but probably too low for a quantitative analysis of rapid
athletic events. The f-stop, focus, and lighting for television can be adjusted
hy watching the television monitor as the controls are varied. Many television
cameras have electronic as well as optical controls that influence brightness
and contrast, and some have built-in strobe lighting. Also. focus can be ad-
justed electronically as well as optically. The major advantage of television
i~ the capability for instant replay, which serves both as a quality control
check and as an initial qualitative assessment. Secondly, the television signal
can be digitally converted by a “‘frame grabber” for immediate analysis.

2.3.4.1 Television Imaging Cameras. Some technical problems can result
from the use of standard vidicon television cameras. The strong signal from
a reflective marker produces a distinct circular image when the marker is not
moving. However, when there is a rapid marker movement, the circular image
blurs and produces a trailing edge. Thus, the triggering threshold for conver-
~ton into two levels (black and white) must be carefully set to ensure a circular
Jdigitized image. A more reliable way to get rid of the blur is to use a strobe
-vstem, which results in the exposure of the TV imaging tube for a millisec-
ond or less. The strobe in effect acts as an electronic shutter. Strobe systems
also eliminate a second problem associated with a continuously exposed im-
aemg tube: skewing of the marker coordinates because of the time delay in
the scanning from the top of the image to the bottom of the image. It takes
about 15 ms 1o scan one TV field; thus, a head marker could be scanned 10
ms hetore a foot marker. The strobe system freezes all marker images at the
«une point in tme in the same way that a movie camera does. Newer charge
coupled diodes (CCD) cameras have mechanical or electronic shutter controls

Fope ontane paper Wanter ¢ioal 190
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that climinate both blurring and skewing. A further development is the mfra-
red camera, which does not use visible light and is not influenced by reflec-
tions from light sources other than those sources required to get the desired
circular reflection from the markers. Figure 2.11 shows a typical infrared
camera mounted permanently from the ceiling in a clinical gait laboratory.
The active infrared lights form a “donut™ shape about the camera lens and
are pulsed at 120 Hz for a period of less than a millisecond. This camera is
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Gne of iy 1o twelve cameras that could be mounted around the gait laboratory.
Ihus. the refiected infrared light from the markers is the only light that is
piched up by the camera, and since it is a pulsed source, the mafker images
s “trozen™ in time. Figure 2.12 depicts such an arrangement in a clinical
it laboratory along with the spherical reflective markers mounted on a
yvoung patient.

2.3.4.2 Historical Development of Television Digitizing Systems. Almgst
11 of the movement analysis television systems were developed in university
(o~carch laboratories. In the late 1960s, the first reports of television-based

Figure 2.11  Typical infrared television camera mounted perncmently i a clinical

Figure 2,12 Gait assessment of a cerebral palsy patient in a clinical gait laboratory.
cait laboratory. The mfrared lights Torm a “donut™ shape around the Tens aid are

Intared cameras are mounted on the cething and walls o capture the reflected light
fom the sphencal retlective markers mounted on both sides ol the body. (Courtesy ol
e Cout Anadyas Taboraton Comecnient Childien s Nedieal Center Harttord, €1

|\ll|\k‘(| tor a short tume cach frame to freeze the T e poor to scanntne (Conrtesy of

the Gant Nnalvaas T aboratons Connecticnt Chirldren - Medi al Center Flacttond ¢ 1
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systems started o appear: at Delfi Umversity of Technology i The Nether-
lands (FFurnée, 1967, according to Woltring. 1987) and at the [wenty-First
Conference EMB in Houston, TX (Winter et al., 1968). The first published
paper on an operational system was by Dinn et al. (1970) from the Technical
University of Nova Scotia in Halifax, N.S., Canada. It was called CINTEL
(Computer INterface for TELivision), and was developed for digitizing an-
giographic images at 4 bits (16 grey levels) to determine the time course of
left ventricular volume (Trenholm et al., 1972). It was also used for gait
studies at the University of Manitoba in Winnipeg, Man., Canada, where,
with higher spatial resolution and a one-bit (black/white) conversion, the
circular image of a reflective hemispheric ping pong ball attached on anatom-
ical landmarks was digitized (Winter et al., 1972). With about 10 pixels within
cach marker image, it was possible by averaging their coordinates to improve
the spatial precision of cach marker from 1 em (distance between scan lines
of cach ficld) 1o about 1 mm. The 3M Scotch® material that was used as
reflective material has been used by most subsequent experimental and com-
mercial systems,

larett et al. (1976) reported a system that detected the left edge of the
mage of a small reflective marker that occupied one or two scan lines. Un-
fortunately, the spatial precision was equal to the scan line distance, which is
about 1 cm. This system was adopted and improved by VICON (VIdeo CON-
vertor) in their commercial system. Both left and right edges of the marker
image were detected, and subsequently the detected points were curve fitted
via software AMASS to a circle (Macleod et al., 1990). Based on the circle
fit, the centroid was calculated. Other commercial systems, such as that de-
veloped by the Motion Analysis Corporation, use patented edge-detection
techniques (Expert Vision). Shape recognition of the entire marker image,
rather than edge detection, was used by the ELITE (Elaboratore di Immagini
Televisive) system developed in Milan. ltaly. A dedicated computer algorithm
operating in real time used a cross-correlation pattern recognition technique
based on size and shape (Ferrigno and Pedotti, 1985). This system uses all
grey levels in the shape detection. thus improving the spatial resolution to
1/2800 of the viewing ficld. Considering the field height to be about 2.5 m,
this represents a precision of about 0.9 mm.

2.3.5 Optoelectric Techniques*

In the past few years, there have been several developments in optoelectric
imaging systems that have some advantages over cinematography and tele-
vision. The first commercial system was developed by Northern Digital in
Waterloo, Ont., Canada, and was called Watsmart. It was an active system
that required the subject to wear tiny infrared lights on each desired anatom-

*Representative paper: Winter et al.. 2003.
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wwal fandmark. The hehts were flashed sequentially, and the light flash was
detected on a special camera. The camera consisteq of a standard lens focus-
ing the light {lash onto a special semiconductor diode surface. More recent
development of this active system has evolved into a 3D camera system called
OPTOTRAK. Such a system consists of three cameras mounted in line on a
rigid frame, as shown in Figure 2.13. The left and right lenses are .mounted
to face slightly inward and their linear diode arrays are mounted hOleOIlt?.l]ly.
I'hus, their scan of the pulsed light will define the l'ocatllon of a marker in a
vertical plane. The middle lens is mounted with its .dlode array rpountgd
vertically, and its scan will define a horizontal plane. Figure 2.14 depicts this
arrangement. The left and right detectors each define th.e location Qf all me.lrk—
crs in a vertical plane; the intersection of these two vertical planes is a vertical
line. Thus, any markers on this vertical line will recgrd the same 31gpal on
the left and right cameras. The middle camera has its lens facmg directly
ahead with its diode array mounted vertically. Thus, this camera will define
all markers in a horizontal plane. The intersection of this ho.rlzontal plape
with the vertical line defined by the other two cameras is a unique 3D.p01nt
in space. Thus, as each infrared diode (IRED) pulses, its x, y, z poor41nates
in the global reference system (GRS) are recorded. The pulsed light from a

Figure 2,13 An OPTOTRAK system with three lenses, each with a li.near diode arrgy.
Fhe outside two lenses face slightly inward and each defines a vertical plane, while
the nuddle lens defines a horizontal plane. See Figure 2.14 to see how these three
dhode arrays detine amarker in 3D space. (Courtesy of Gait and Posture Laboratory,
|)t‘|!.llllll\'l.l[ of Kimesiology Ehniversity of Waterloo. Waterloo, Ont.. Canada.)
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OPTOTRAK

Figure 2.14 OPTOTRAK system with two outside lenses facing slightly inward with
their diode arrays each defining markers in a vertical plane. Any marker on the inter-
section of these two planes will define all markers on this vertical line. The midd]e
lens array defines all markers in a horizontal plane. Thus, the intersection of a marker
on this horizontal plane with the vertical line will define the unique coordinates of a
marker in 3D space.

second light source yields a different vertical line and horizontal plane, and
thus a different set of x. v, = coordinates. There are some unique advantages
of such an active system. There is no specialized software required (as in
television) to identify which marker is which. Thus, in laboratories where the
number and location of markers is changing day-to-day, there are no problems
with marker labeling, which makes this system flexible for the changing re-
search requirements. Also, because of the precision of the IRED array, the
precision of the x, y, z coordinates is better than that of TV systems, which
are constrained by the distance between the scan lines. The precision for an
OPTOTRAK camera mounted as shown in Figure 2.13 at a distance of 4 m
from the subject is 0.03 mm with noise = 0.015 mm (Gage et al., 2004).
Possible disadvantages are the number of IRED:s that can be mounted and the

potential encumbrance of the cables connecting the power source to the active
IRED:s.

2.3.6 Advantages and Disadvantages of Optical Systems

Advantages

1. All data are presented in an absolute spatial reference system in plane
normal o the optical axis of the camera,

SN CONVERSTON FECHNTOU TS 31

2 Most systems (cine. TV) are not limited as to the number of markers
used.

3. Encumbrance to movement is minimal for most systems that use light-
weight reflective markers (cine, TV), and the time to apply the markers
is minimal.

+. TV cameras and VCRs are reasonably inexpensive.

5. Cine and TV systems can be replayed for teaching purposes or for
qualitative analysis of the total body movement.

Disadvantages

I. Most multiple-camera systems are expensive (cine, TV, optoelectric), as
are the digitizing and conversion systems for all imaging sources.

2. For film, the turnaround time for development may be a problem, and
the labor to digitize film coordinates may also be a constraint. The
digitizing errors, however, are less than those from many commercial
imaging systems.

3. Encumbrance and time to fit wired light sources (e.g., IREDs) can be
prohibitive in certain movements, and the number of light sources is
limited.

4. Some imaging systems (e.g., IREDs) cannot be used outside in daylight.

2.3.7 Summary of Various Kinematic Systems

I“ach laboratory must define its special requirements before choosing a par-
ticular system. A clinical gait lab may settle on TV because of the encum-
hrance of optoelectric systems and because of the need for a qualitative
assessment, rapid turnaround, and for teaching. Ergonomic and athletic en-
\vironments may require instant or near-instant feedback to the subject or
athlete, thus dictating the need for an automated system. Basic researchers do
not require a rapid turnaround and may need a large number of coordinates:
thus, they may opt for movie cameras or an optoelectric system. And, finally,
the cost of hardware and software may be the single limiting factor that may
lorce a compromise as to the final decision.

24 DATA CONVERSION TECHNIQUES

2.4.1  Analog-to-Digital Converters

lo students not familiar with electronics, the process that takes place during
conversion of a physiological signal into a digital computer can be somewhat
mvstifyving - A short schematice description of that process is now given. An
clectieal sienal representing a foree, an acceleration. an electromyographic
CENTCO potential. or the Tike s fed o the mput terminals of the analog-to-
diertal comverter The computer controls the rate which the sional s sam
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pleds the optimal rate is governed by the sampling theorem (see Section
2.5.3).

Figure 2.15 depicts the various stages in the conversion process. The first
is a sample/hold circuit in which the analog input signal is changed into a
series of short-duration pulses, each one equal in amplitude to the original
analog signal at the time of sampling. (These times are specified by the com-
puter operator.) The final stage of conversion is to translate the amplitude and
polarity of the sampled pulse into digital format. This is usually a binary code
in which the signal is represented by a number of bits. For example, a 12-bit
code represents 2'? = 4096 levels. This means that the original sampled an-
alog signal can be broken into 4096 discrete amplitude levels with a unique
code representing each of these levels. Each coded sample (consisting of Os
and 1s) forms a 12-bit “word.”™ which is rapidly stored in computer memory
tor recall ata later time. 11 a 5-s signal were converted at a sampling rate of
100 times per second. there would be 500 data words stored in memory to
represent the origimal S-s signal.

2.4.2 Movie Conversion Techniques

As 16-mm movie cameras are the most common form of data collection, it
is important to be aware of various coordinate extraction techniques. Each
system that has evolved requires the projection of each movie frame on some
form of screen. The most common type requires the operator to move a
mechanical xy coordinate system until a point, light, or cross hair lies over
the desired anatomical landmark. Then the x and y coordinates can be read

/‘\ , P ,
Sampled
\/ signal N
Physiological Sample
Signal Omm————33n{ hold S B
circuit Digital
encoder
Sampling pulses
—
Computer p
Binary
clock data
word
To \L
computer

memory

Figure 2.15 Schematic diagram showing the steps involved in an analog-to-digitat
conversion of a physiological signal.
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ol or transterred o o computer at the push of a button. Figure 2.16 shows
the component parts of such a conversion system.

A second type of system involves the projection of the film image onto a
pecial grid system. When the operator touches the grid with a special pen,
the coordinates are automatically transferred into a computer. Both systems
are limited to the speed and accuracy of the human operator. Our experience
midicates that an experienced operator can convert an average of 15 coordinate
paurs per minute. Thus a 3-s film record filmed at 50 frames per second could
have five markers converted in 30 min.

The human error involved in this digitizing has been found to be random
nd quite small. For a camera 4 m from a subject, the root-mean-square (rms)

noise™ present in the converted data has been measured at 1—1.5 mm.

2.4.3 Television Conversion

Iach of the commercial television systems has it own unique technique for
nlentifying the presence of a marker and determining its centroid, and for
labeling markers from a multi-camera system. Students are referred back to
Section 2.3.4.2 for a summary of and references to the more common systems.

Vigore 2,16 ‘Typical arrangement for the microcomputer digitization of data coor-

drted trom movie film. Foot pedal (not shown) allows operator to transfer coordinate
Hdatmo adigital computer at the rate of about 10 coordinate pairs per minute. Dig-
thzime crror s about Tim rms with the camera located 4 m from the subject.
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2.5 PROCESSING OF RAW KINEMATIC DATA

2.5.1 Nature of Unprocessed Data

The converted coordinate data from film or television are called raw data.
This means that they contain additive noise from many sources: electronic
noise in optoelectric devices, spatial precision of the TV scan or film digitiz-
ing system, or human error in film digitizing. All of these will result in
random errors in the converted data. It is therefore essential that the raw data
be smoothed, and in order to understand the techniques used to smooth the
data, an appreciation of harmonic (or frequency) analysis is necessary.

2.5.2 Harmonic (Fourier) Analysis

Lo Alternating Signals. An alternating signal (often called ac, for alternat-
ing current) is one that is continuously changing with time. It may be periodic
or completely random, or a combination of both. Also, any signal may have
a de (direct current) component, which may be defined as the bias value about
which the ac component fluctuates. Figure 2.17 shows example signals.

2. Frequency Content. Any of these signals can also be discussed in terms
of their frequency content. A sine (or cosine) waveform is a single frequency;
any other wavetorm can be the sum of a number of sine and cosine wave.

Note that the Fourier transformation (Figure 2.18) of periodic signals has
discrete frequencies, while nonperiodic signals have a continuous spectrum
defined by its lowest frequency f, and its highest frequency f,. To analyze a

i \/ \/ : 7 7 !
Periodic—sine wave Periodic—saw tooth
I/m\ /’W\ m ac
v W h component
0
0 t dc t
component
Random signal Pertodic + random + dc
Figure 2.17  Time-related wavelorms to demonstrate the difterent ivpes of sienals
that may he processed
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Figure 2.18 Relationship between a signal as seen in the time domain and its equiv-
alent in the frequency domain.

periodic signal, we must express the frequency content in multiples of the

fundamental frequency f,. These higher frequencies are called harmonics.

T'he third harmonic is 3f, and the tenth harmonic is 10f,. Any perfectly

periodic signal can be broken down into its harmonic components. The sum

of the proper amplitudes of these harmonics is called a Fourier series.
Thus, a given signal V() can be expressed as

V() = V,. + V,sin (ot + 8,)) + V, sin Qwyt + 6,)

+ -+ V osin (nwt + 6) (2.3)

where w, = 2 7f,, and 6, is the phase angle of the nth harmonic.
For example, a square wave of amplitude V can be described by the Fourier
series

1 1
V() = 4V (sin wot + = sin 3wyt + < sin St + - - ) 2.4)
T 3 5

\ triangular wave of duration 2¢ and repeating itself every T seconds is

I(2V 2\’
Vi) = % S+ 1) coswf + {5 cos 3wyt + - - (2.5)

Several names are given to the graph showing these frequency components:
spectial plois. armonic plois, or spectral density funcrions. Each shows the

amphitude or power of cach friequencey component plotted against frequency:
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the mathematical process to accomplish this is called a Fowrics transformation
or harmonic analysis. Figure 2.18 shows plots of time-domain signals and
their equivalents in the frequency domain.

Care must be used when analyzing or interpreting the results of any har-
monic analysis. Such analyses assume that each harmonic component is pres-
ent with a constant amplitude and phase over the analysis period. Such
consistency is evident in Equation (2.3), where amplitude V, and phase 6, are
assumed constant. However, in real life each harmonic is not constant in either
amplitude or phase. A look at the calculation of the Fourier coefficients is
needed for any signal x(t). Over the period of time 7, we calculate:

2 [

da, if X(1) cos nw,t dt (2.6)
b} o

h, ;J (1) sin not dt 2.7)

¢ =Va + b?

H 2]

= -1 gﬂ
6, = tan <h> (2.8)

n

It should be noted that a, and b, are calculated average values over the
period of time 7. Thus, the amplitude ¢, and the phase 6, of the nth harmonic
are average values as well. A certain harmonic may be present only for part
of the time 7, but the computer analysis will return an average value assuming
it is present over the entire time,

Figure 2.19 is presented to illustrate this assumption. It represents the Fou-
rier reconstitution of the vertical trajectory of the heel of an adult walking
his or her natural cadence. A total of nine harmonics are represented here
because the addition of higher harmonics did not improve the curve of the
original data. As can be seen, the harmonic reconstitution is visibly different
from the original, sufficiently so as to cause reasonable errors in subsequent
biomechanical analyses.

In spite of the negative comments about Fourier’s reconstructions, there is
considerable information in harmonic or Fourier analyses as to the bandwidth
of the signal and the processing of that signal in both analog and digital
systems. The first value of such analyses relates to the sampling theorem.

2.5.3 Sampling Theorem

Film and television are sampling processes. They capture the movement cvent
for a short period of time, after which no further changes are recorded until
the next field or frame. Playing a movie film back slowlyv demonstrates this
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Vigure 2.19 Fourier reconstruction of the vertical trajectory of a toe marker during
one walking stride. The actual trajectory is shown by the open square, the reconstruc-
ton from the first 9 harmonics is plotted with open triangles, and the contribution of
the 9th harmonic is plotted with open circles. The difference between the actual and
the reconstructed waveforms is due to the lack of stationarity in the original signal.

phenomenon: the image jumps from one position to the next in a distinct step
ruther than a continuous process. The only reason film or television does not
appear to jump at normal projection speeds (24 per second for film, 60 per
«wcond for television) is because the eye can retain an image for a period of
about 1/15 s, The eye’s short-term “memory” enables the human observer
to average or smooth out the jumping movement.

In the processing of any time-varying data, no matter what their source,
the sampling theorem must not be violated. Without going into the mathe-
matics of the sampling process, the theorem states that “‘the process signal
must be sampled at a frequency at least twice as high as the highest frequency
present in the signal itself.” If we sample a signal at too low a frequency, we
set alinsing errors. This results in false frequencies, frequencies that were not

present in the original signal. being generated in the sample data. Figure 2.20
Hustriates this effect. Both signals are being sampled at the same interval T.
Stenal 1Tos being sampled about 10 times per cycle, while signal 2 is being

sampled less than twice per cycle. Note that the amplitudes of the samples




RE KINEATATICN

Propper
Signal 1 wratc

- \

Sampling rate

DA A
VAVAVAVAVAVATAVATAVS

Signal 2

Sampling pulses

L e ]

Figure 220 Sampling of two signals, one at a proper rate, the other at too low a
rate Signal 208 sampled anarate less than twice its frequency, such that its sampled
amplitudes are the same as for signal 1. This represents a violation of the sampling
theorem and results inan error called aliusing.

taken from signal 2 are identical to those sampled from signal 1. A false set
of sampled data has been generated from signal 2 because the sample rate is
too low—the sampling theorem has been violated.

The tendency of those using film is to play it safe and film at too high a
rate. Usually there is a cost associated with such a decision. The initial cost
is probably in the equipment required. A high-speed movie camera can cost
four or five times as much as a standard model (24 frames per second). Or a
special optoelectric system complete with the necessary computer can be a
$70,000 decision. In addition to these capital costs, there are the higher op-
erational costs of converting the data and running the necessary kinematic
and kinetic computer programs. Except for higher speed running and athletic
movements, it is quite adequate to use a standard movie or television camera.
For normal and pathological gait studies, it has been shown that kinetic and
energy analyses can be done with negligible error using a standard 24-frame
per second movie camera (Winter, 1982). Figure 2.21 compares the results
of kinematic analysis of the foot during normal walking, where a 50-Hz film
rate was compared with 25 Hz. The data were collected at 50 Hz and the
acceleration of the foot was calculated using every frame of data, then rean-
alyzed again, using every second frame of converted data. It can be seen that
the difference between the curves is minimal: only at the peak negative ac-
celeration was there a noticeable difference. The final decision as to whether
this error is acceptable should not rest in this curve, but in your final goal.
If, for example, the final anlaysis was a hip and knee torque analysis., the
acceleration of the foot segment may not be too important. as is evident from
another walking trial. shown in Figure 2.22. The minor ditferences m o W
mterfere with the gencral pattern of jomt torques over the stde penod o
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Figure 2.21 Comparison of the forward acceleration of the right foot during walking
using the same data sampled at 50 Hz and at 25 Hz (using data from every second
frame). The major pattern is maintained with minor errors at the peuks.
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Figure 2.22° Comparison of the hip moment of force during level walking using the
s dat sampled at SO Hz and ac 25 Hyo The residual error is quite small because
the pomt reaction torces dominate the mertial contributions to the net moment ol force.
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the assessment of the motor patterns would be identical. Thus, for movements
such as walking or for slower movements, an inexpensive camera at 24 frames
per second appears to be quite adequate.

2.5.4 Signal Versus Noise

In the study of movement, the signal may be an anatomical coordinate that
changes with time. For example, in running, the Y (vertical) coordinate of the
heel will have certain frequencies that will be higher than those associated
with the vertical coordinate of the knee or trunk. Similarly, the frequency
content of all trajectories will decrease in walking compared with running. In
repetitive: movements. the frequencies present will be multiples (harmonics)
ol the fundamental frequency (stride frequency). When walking at 120 steps
per ninuate (2 Hz)o the stnde frequencey is 1 Hz. Therefore we can expect to
i harmomes at 2 Hyo 3 Hzo 4 1z, and so on. Normal walking has been
analyzed by digial computer. and the harmonic content of the trajectories of
seven leg and toot markers was determined (Winter et al., 1974). The highest
harmonies were found to be in the toe and heel trajectories, and it was found
that 99.7% of the signal power was contained in the lower seven harmonics
(below 6 Hz). The harmonic analysis for the heel marker for 20 subjects is
shown in Figure 2.23. Above the seventh harmonic, there was still some signal
power, but it had the characteristics of ‘“‘noise.” Noise is the term used to
describe components of the final signal that are not due to the process itself
(in this case, walking). Sources of noise were noted in Section 2.5.1, and if
the total effect of all these errors is random, then the true signal will have an
added random component. Usually the random component is high frequency,
as is borne out in Figure 2.23. Here we see evidence of higher frequency
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Figure 2.23  Harmonic content of the vertical displacement of a toe marker from 20
subjects during normal walking. Fundamental frequency tharmonic mnmber (NN
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components extending up to the twentieth harmonic, which was the highgsl
lequeney analyzed. The presence of the higher frequency noise is of consid-
crable importance when we consider the problem of trying to calculate ve-
loctties and accelerations. Consider the process of time differentiation of a
<ienal containing additive higher frequency noise. Suppose the signal can be
represented by a summation of N harmonics:

N
x = X, sin (nwyt + 6,) (2.9)

n=1

where w, = fundamental frequency

n harmonic number
X, = amplitude of nth harmonic
0 phase of nth harmonic

n

Il

To get the velocity in the x direction V,, we differentiate with respect to
fme:
dx N
Vo= = > nwyX, cos (nwit + 6,) (2.10)
n=1

Similarly, the acceleration A, is

dv X vy |
A, Tr‘ = - 2 (nwy)?X,, sin (nwyt + 6,) (2.11)
n=1

I'hus, the amplitude of each of the harmonics increases with its hgrmonic
number: for velocities they increase linearly, and for accelerations the increase
i~ proportional to the square of the harmonic number. This phenom§n0n is
demonstrated in Figure 2.24 where the fundamental, second, and third har—
monics are shown along with their first and second time derivatives. Assuming
that the amplitude x of all three components is the same, we can see Fhat the
hrst derivative (velocity) of harmonics increases linearly with increasing fre-
quency. The first derivative of the third harmonic is now three times tl}at of
the fundamental. For the second time derivative, the increase repeats itself,
and the third harmonic acceleration is now nine times that of the fundamental.

In the trajectory data for gait, x, might be 5 cm and x,, = 0.5 mm. The
twenticth harmonic noise is hardly perceptible in the displacement plot: I'n
the velocity calculation, the twentieth harmonic increases 20-fold so that it is
now one-lifth that of the fundamental. In the acceleration calculation, the
twenticth harmonic increases another factor of 20 and now is four times the
meeniude of the fundamental. This effect is shown in Figure 2.25 which
|‘|n.|\ the acceleration of the toe during walking. The random-looking sigmnl
i the raw data ditterentiated twice The smooth signal is the acceleration
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Figure 2.24 Relative amplitude changes as a result of time differentiation of signals
of increasing frequency. First derivative increases amplitude proportional to frequency;
second derivative increases amplitude proportional to frequency squared. Such a rapid
increase has severe implications in calculating accelerations when the original dis-
placement signal has high-frequency noise present.

calculated after most of the higher frequency noise has been removed. Tech-
niques to accomplish this are now discussed.

2.5.5 Smoothing and Fitting of Data

The removal of noise can be accomplished in several ways. The aims of each
technique are basically the same. However, the results differ somewhat.

2.5.5.1 Curve-Fitting Techniques. The basic assumption here is that the
trajectory signal has a predetermined shape and that by fitting the assumed
shape to a “best fit” with the raw data, a smooth signal will result. For
example, it may be assumed that the data are a certain order polynomial:

Xy =a, +at voatt + agt oy (212

By computer techmques. the coctherents a,. - a can be setected 1o pine
Ahest it usmy such cnterneas mmmm mcan squane crror The complesany
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Iigure 2.25 Horizontal acceleration of the toe marker during normal walking as
calculated from displacement data from television. Solid line is acceleration based on
unprocessed “‘raw’ data; dotted line is that calculated after data have been filtered
twice with a second-order low-pass filter. (Reproduced by permission from the Journal
of Biomechanics.)

of the curve fitting can be quite restrictive in terms of computer time. A
similar fit can be made assuming a certain number of harmonics. Reconsti-
tuting the final signal as a sum of N lowest harmonics,

N

x(t) = a, + 2, a, sin (nwt + 6,) (2.13)

n=1

I'his model has a better basis, especially in repetitive movement, while the
polynomial may be better in certain nonrepetitive movement such as broad
jumping. However, there are severe assumptions regarding the consistency
(~tationarity) of g, and 6,, as was demonstrated in Figure 2.19. A third tech-
nique. spline curve fitting, is a modification of the polynomial technique. The
curve to be fitted is broken into sections, each section starting and ending
with an inflection point, with special fitting being done between adjacent
scctions. The major problem with this technique, other than computer time,
iv the error introduced by improper selection of the inflection points. These
mflection points must be determined from the noisy data and, as such, are
sttongly imfluenced by the very noise that we are trying to eliminate.

2.5.5.2 Digital Filtering. Technological advances in digital filtering have
opened up a much more promising and fess restrictive solution 1o the noise
rediction The basic approach can be desenbed by analy zing the frequency
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spectrum of both signal and noise. Figure 2.264 shows 1 schemati plot ot a
signal and noise spectrum. As can be seen, the signal is assumed to occupy
the lower end of the frequency spectrum and overlaps with the noise. which
is usually higher frequency. Filtering of any signal is aimed at the selective
rejection, or attenuation, of certain frequencies. In the above case, the obvious
filter is one that passes, unattenuated, the lower frequency signals while at
the same time attenuating the higher frequency noise. Such a filter, called a
low-pass filter, has a frequency response as shown in Figure 2.26b. The fre-
quency response of the filter is the ratio of the output X (f) of the filter to its
input X,(f) at each frequency present. As can be seen. the response at lower

(a)
1.0 Xi(f) Xo(f)
Filter e
o7} Helfpower N __
Filter
response (b)
N, (f)
\(f)
0 Frequency f.

Figure 2.26 (a) Hypothetical frequency spectrum of a waveform consisting ol a
desired signal and unwanted higher frequency noise. (b) Response of low-pass filter
X (H)/X(f), introduced to attenuate the noise. (¢) Spectrum of the output waseforn,
obtained by multiplying the amplitude of the input by the filter response at cach
frequency. Higher frequency noise is severely attenuated. while the sienal i passed
with only minor distortion in transition region around |
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trequencies s 1.0. This means that the input signal passes through the filter
nnattenuated. However, there is a sharp transition at the cutoff frequency f.
o that the signals above f_ are severely attenuated. The net result of the
hltering process can be seen by plotting the spectrum of the output signal
\ (f) as seen in Figure 2.26¢. Two things should be noted. First, the higher
trequency noise has been severely reduced but not completely rejected. Sec-
ond. the signal, especially in the region where the signal and noise overlap
cisually around f) is also slightly attenuated. This results in a slight distortion
ol the signal. Thus, a compromise has to be made in the selection of the
cutolt frequency. If f_ is set too high, less signal distortion occurs, but too
much noise is allowed to pass. Conversely, if f. is too low, the noise is
reduced drastically, but at the expense of increased signal distortion. A sharper
cutoff filter will improve matters, but at an additional expense. In digital
hltering, this means a more complex digital filter and, thus, more computer
frme.

The theory behind digital filtering (Radar and Gold, 1967) will not be
covered, but the application of low-pass digital filtering to kinematic data
processing will be described in detail. First, it must be assessed what the
senal spectrum is as opposed to the noise spectrum. This can readily be done,
i~ Is seen in the harmonic analysis presented previously in Figure 2.23. As a
result of the previous discussion for these data on walking, the cutoff fre-
«uency of a digital filter should be set at about 6 Hz. The format of a recursive
«heital filter that processes the raw data in time domain is as follows:

X'(nT) = aX(nT) + a,X(nT — T) + a,X(nT — 2T)
+ b,X'(nT = T) + bX'(nT — 2T) (2.14)

where X! filtered output coordinates

X = unfiltered coordinate data
nT = nth sample

(nT —T) = (n — 1)th sample

(nT — 2T) = (n — 2)th sample

dy, * * 0, by, » - - = filter coefficients

I'hese flter coefficients are constants that depend on the type and order of
the filter, the sampling frequency, and the cutoff frequency. As can be seen,
the filter output X'(nT') is a weighted version of the immediate and past raw
Jata plus a weighted contribution of past filtered output.

I'he order of the filter decides the sharpness of the cutoff. The higher the
order. the sharper the cutoff, but the larger the number of coefficients. For
examplesa Butterworth-type low-pass filter of second order is to be designed
to-cut ot at 6 Hz using film data taken at 60 Hz (60 frames per second). All
that s requined o determime these coctticients is the ratio of sampling fre-
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quencey to cutol! frequency. In this case it is 10, The design of such a fhilter
would yield the following coefficients:

a, = 006746,  a, = 0.13491,  a, = 0.06746,
b, = 1.14298, b, = —0.41280

Note that the algebraic sum of all the coefficients equals 1.0000. This gives
a response of unity over the passband. Tables 2.1 and 2.2 list the coefficients
for use in a critically damped filter and a second-order Butterworth filter for
various values of f /f . Note that the same filter coefficients could be used
in many different applications, as long as the ratio f,/f. is the same. For
example. an EMG signal sampled at 2000 Hz with cutoff desired at 400 Hz
would have the same cocefficients as one employed for movie film coordinates
where the frlm rate was 30 Hz and cutoff was 6 Hz.

I more exact cutol!” frequencies are required, the exact equations to cal-
culate the coeflicients for a Butterworth or a critically damped filter are as
follows:

TABLE 2.1 Coefficients for Critically Damped Low-Pass Filter

I £, Ay a a b, b,
4 0.25000 0.50000 0.25000 0.00000 0.00000
5 0.17708 0.35416 0.17708 0.31677 -0.02509
6 0.13397 0.26795 0.13397 0.53590 -0.07180
7 0.10565 0.21130 0.10565 0.69983 —-0.12244
8 0.08579 0.17157 0.08579 0.82843 -0.17157
9 0.07121 0.14241 0.07121 0.93262 -0.21744
10 0.06014 0.1202%8 0.06014 1.01905 —-0.25962
11 ().05152 0.10304 0.05152 1.09208 -0.29816
12 0.04466 0.08932 0.04466 1.15470 —0.33333
13 0.03910 0.07820 0.03910 1.20904 —0.36545
14 0.03453 0.06906 0.03453 1.25668 —0.39481
15 0.03073 0.06146 0.03073 1.29882 -0.42173
16 0.02753 0.05505 0.02753 1.33636 —-0.44646
17 0.02480 0.04961 0.02480 1.37003 —0.46925
18 0.02247 0.04494 0.02247 1.40042 —0.49029
19 0.02045 0.04090 0.02045 1.42797 —0.50978
20 0.01869 0.03739 0.01869 1.45309 ~(.527386
21 0.01716 0.03431 0.01716 1.47607 -(.54469
22 0.01580 0.03160 0.01580 1.49718 - (0.56039
23 0.01460 0.02920 0.01460 1.51665 0.575006
24 0.01353 0.02707 0.01353 1.53465 ().38X79

25 0.01258 0.02516 0.01258 1.535136 0.001068

IABLE 2.2

1/
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Coefficients for Butterworth Low-Pass Filter
dy a, a, b, b,

0.29289 0.58579 0.29289 0.00000 —-0.17157
0.20657 041314 0.20657 0.36953 —0.195K8>
0.15505 0.31010 0.15505 0.62021 —0.24041
0.12123 0.24247 0.12123 0.80303 —0.28790
0.09763 0.19526 0.09763 0.94281 —0.33333
0.08042 0.16085 0.08042 1.05333 —-0.37502
0.6746 0.13491 0.06746 1.14298 —-0.41280
0.05742 0.11484 0.05742 1.21719 —0.44687
0.04949 0.09898 0.04949 1.27963 —0.47759
0.04311 0.08621 0.04311 1.33291 —0.50533
0.03789 0.07578 0.03789 1.37889 —0.53045
0.03357 0.06714 0.03357 1.41898 —0.55327
0.02995 0.05991 0.02995 1.45424 —0.57406
0.02689 0.05379 0.02689 1.48550 -0.59307
0.02428 0.04856 0.02428 1.51338 —-0.61051
0.02203 0.04407 0.02203 1.53842 —0.62655
0.02008 0.04017 0.02008 1.56102 —-0.64135
0.01838 0.03676 0.01838 1.58152 —0.65505
0.01689 0.03378 0.01689 1.60020 —0.66776
0.01557 0.03114 0.01557 1.61730 -0.67958
0.01440 0.02880 0.01440 1.63299 0.69060
0.01336 0.02672 0.01336 1.64746 0.70090

o - dtan (mf /) 2.15)

o

C

where C is the correction factor for number of passes required, to be explained
-hortly. For a single-pass filter with the coefficients shown in Tables 2.1 and
2. C=1.

K = V2w, for a Butterworth filter,
or, 2w, for a critically damped filter

b

dy =

K,

(1+ K, + Ky

h, = =2a, + K,

:’1[H /\‘

or D, |

a, = 2ay,

a, a

.

bh



48 KINEATATHCS

As well as attenuating the signal, there is a phase shift of the output signal
relative to the input. For this second-order filter there is a 9(° phase lag at
the cutoff frequency. This will cause a second form of distortion, called phase
distortion, to the higher harmonics within the bandpass region. Even more
phase distortion will occur to those harmonics above f.. but these components
are mainly noise, and they are being severely attenuated. This phase distortion
may be more serious than the amplitude distortion that occurs to the signal
in the transition region. To cancel out this phase lag, the once-filtered data
can be filtered again, but this time in the reverse direction of time (Winter et
al., 1974). This introduces an equal and opposite phase lead so that the net
phase shift is zero. Also, the cutoff of the filter will be twice as sharp as that
for single hiltering. In clfect. by this second filtering in the reverse direction
we have created a fourth order zero-phase-shift filter, which yields a filtered
stenal thac s back i phase with the raw data. but with most of the noise
remoned

I Brirure 227 we see the frequencey response of a second-order Butter-
worth e normalized with respect to the cutoft [requency. Superimposed
o this curve s the response of the fourth-order zero-phase-shift filter. Thus,
the new cutott” frequency is lower than that of the original single-pass filter;
- this case, it is about 80% of the original. The correction factor for each
additional pass of a Butterworth filter is C = (2" — 1)°25, where 7 is the
number of passes. Thus, for a dual pass, C = 0.802. For a critically damped
filter, C = (2'"2" — 1)°5; thus, for a dual pass, C = 0.435. This correction
factor is applied to Equation (2.15) and results in the cutoff frequency for the
original single-pass filter being set higher, so that after the second pass the

1 I

T I 1 I ] | I

1.0 _
\< Second-order filter

sl Fourth-order (zero lag) _
g —— 4 — —]—— 4 — = — — — Half-power
c
g 6 -
4
o — - Quarter-power

2+ —
0
0 2 4 6 .8 1.0 1.2 1.4 1.6 1.8 2.0
7t
Figure 2.27  Response of a second-order low-pass digital filter Curse s nommalized
at 1.0 at cutolf frequency f . Because of phase-Tag characteristues of the ther o second
filtering s done in the reverse direction of tme, wineh resulis o tonnl, order zera

lag tlier
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desred cutolt frequencey is achieved. The major difference between these two
filters 1~ a compromise in the response in the time domain. Butterworth filters
have a slight overshoot in response to step or impulse type inputs, but they
have a much shorter rise time. Critically damped filters have no overshoot,
but suffer from a slower rise time. Because impulsive type inputs are rarely
~cen in human movement data, the Butterworth filter is preferred.

The application of one of these filters in smoothing raw coordinate data
can now be seen by examining the data that yielded the harmonic plot of
Figure 2.23. The horizontal acceleration of this toe marker, as calculated by
nite differences from the filtered data, is plotted in Figure 2.25. Note how
repetitive the filtered acceleration is and how it passes through the “middle”
ol the noisy curve, as calculated using the unfiltered data. Also, note that
there is no phase lag in these filtered data because of the dual forward and
reverse filtering processes.

2.5.5.3 Choice of Cutoff Frequency—Residual Analysis. There are several
wuys to choose the best cutoff frequency. The first is to carry out a harmonic
analysis as depicted in Figure 2.23. By analyzing the power in each of the
components, a decision can be made as to how much power to accept and
how much to reject. However, such a decision assumes that the filter is ideal
and has an infinitely sharp cutoff. A better method is to do a residual analysis
of the difference between filtered and unfiltered signals over a wide range of
cutoff frequencies. In this way, the characteristics of the filter in the transition
rcgion are reflected in the decision process. Figure 2.28 shows a theoretical

B
)
)
3 signal
o¢ | distortiol
a ¢ b
=~ )
“{C~ d__noise passed through filter
e
o

f'

c fe
Figure 228 Plot ot the residual between o filtered and an unfiltered signal as a
tunction of the filicr catott frequeney See et tor the interpretation as to where to set

the cutort frequency ot the tilter
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plot of residual versus frequency. The residual at any cutolt frequencey s
calculated as follows for a signal of N sample points in time:

(2.16)

raw data at ith sample

where X,
filtered data at the ith sample

X.

i

If our data contained no signal, just random noise, the residual plot would
be a straight line decreasing from an intercept at O Hz to an intercept on the
abscissa at the Nyquist frequency (0.5 ). The line de represents our best
estimate of that noise residual. The intercept @ on the ordinate (at 0 Hz) is
nothing more than the rms value of the noise, because X, for a 0-Hz filter is
nothing more than the mean of the noise over the N samples. When the data
consist of true signal plus noise, the residual will be seen to rise above the
straight (dashed) line as the cutoff frequency is reduced. This rise above the
dashed line represents the signal distortion that is taking place as the cutoff
is reduced more and more.

The final decision is where f. should be chosen. The compromise is always
a balance between the amount of signal distortion versus the amount of noise
allowed through. If we decide that both should be equal, then we simply
project a line horizontally from a to intersect the residual line at . The
frequency chosen is f!, and at this frequency the signal distortion is repre-
sented by bc. This is also an estimate of the noise that is passed through the
filter. Figure 2.29 is a plot of the residual of four markers from one stride of
gait data. and both vertical and horizontal coordinates were analyzed. As can
be seen, the straight regression line that represents the noise is essentially the
same for both coordinates on all markers. This tells us that the noise content,
mainly introduced by the human digitizing process, is the same for all mark-
ers. This regression line has an intercept of 1.8 mm, which indicates that the
rms of the noise is .8 mm. In this case, the cine camera was 5 m from the
subject and the image was 2 m high by 3 m wide. Thus the rms noise is less
than one part in 1000.

Also, we see distinct differences in the frequency content of different mark-
ers. The residual shows the more rapidly moving markers on the heel and
ball to have power up to about 6 Hz, while the vertical displacements of the
rib and hip markers were limited to about 3 Hz. Thus, through this selection
technique, we could have different cutoff frequencies specified for each
marker displacement.

2.5.6 Comparison of Some Smoothing Techniques

[Uis valuable to see the etffect of several ditferent corve tittng technigues on
the same set ol norsy datae The tollow iy saummnuars of avalidation expermment
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Figure 2.29 Plot of the residual of four markers from a walking trial: both vertical
md horizontal displacement data. Data were digitized from movie film with the camera
+mfrom the subject.

which was conducted to compare (Pezzack et al., 1977) three commonly used
rechniques, illustrates the wide differences in the calculated accelerations.

Data obtained from the horizontal movement of a lever arm about a vertical
s were recorded three different ways. A goniometer on the axis recorded
meular position, an accelerometer mounted at the end of the arm gave tan-
ential acceleration and thus angular acceleration, and cinefilm data gave
mmage information that could be compared with the angular and acceleration
records. The comparisons are given in Figure 2.30. Figure 2.30a compares
the angular position of the lever arm as it was manually moved from rest
through about 130° and back to the original position. The goniometer signal
mid the lever angle as analyzed from the film data are plotted and compare
losely. The only difference is that the goniometer record is somewhat noisy
~ompared with the film data.

Fieare 2.30h compares the directly recorded angular acceleration, which
- be caleulated by dividing the tangential acceleration by the radius of the
weclerometer from the center of rotation, with the angular acceleration as
calculated v the second derivative of the digitally filtered coordinate data
Wanter et al 19740 The two curves mateh extremely well, and the finite-
ditterence acceleration extubits less noise than the directly recorded acceeler-
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Figure 2.30 Comparison of several techniques used to determine the acceleration of
a movement based on film displacement data. () Displacement angle of a simple
extension/flexion as plotted from film and goniometer data. (b) Acceleration of move-
ment in (@) as measured by accelerometer, calculated from film coordinates after digital
filtering. (¢) Acceleration as determined from a 9th-order polynomial fit of the dis-
placement data compared with directly recorded acceleration. (d) Acceleration as de-
termined by finite-difference techniques compared with measured curve. (Reproduced
by permission from the Journal of Biomechanics.)

ation. Figure 2.30c compares the directly recorded acceleration with the
calculated angular acceleration using a polynomial fit on the raw angular data.

A ninth-order polynomial was fitted to the angular displacement curve to yicld
the following fit:

o) = 0.064 + 2.0t — 352 + 2107 — 430¢* + 400;°
— 1701° + 25¢7 + 2.2¢% — 041/ rad (2.17)

Note that # is in radians and 7 in seconds To et the cunve lor angeula
acceleraton. all we necd (o dois take the second e dernatine (o yield
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it 70 1 12601 — 5160 + 8000:* — 51001
+ 1050r° + 123¢° — 29.5¢F rad/s? (2.18)

I'his acceleration curve, compared with the accelerometer signal, shows
considerable discrepancy, enough to cast doubt on the value of the polynomial
hit technique. The polynomial is fitted to the displacement data in order to
“etan analytic curve, which can be differentiated to yield another smooth
curve. Unfortunately, it appears that a considerably higher order polynomial
would be required to achieve even a crude fit, and the computer time might
hecome too prohibitive.

Finally, in Figure 2.30d we see the accelerometer signal plotted against
meular acceleration as calculated by second-order finite-difference tech-
niques. The plot speaks for itself—the accelerations are too noisy to mean
lllylhing.

2.6 CALCULATION OF ANGLES FROM SMOOTHED DATA

2.6.1 Limb-Segment Angles

Giiven the coordinate data from anatomical markers at either end of a limb
wement, it is an easy step to calculate the absolute angle of that segment in
~pace. It is not necessary that the two markers be at the extreme ends of the
limb segment, so long as they are in line with the long-bone axis. Figure 2.31
~hows the outline of a leg with seven anatomical markers in a four-segment
thice-joint system. Markers 1 and 2 define the thigh in the sagittal plane. Note
that by convention all angles are measured in a counter clockwise direction
starting with the horizontal equal to 0°. Thus 6,; is the angle of the leg in
space and can be calculated from

Ys ™ Wa

6,; = arctan =——— (2.19)
; X3~ X,
or, in more general notation,
Yy — Vi
0, = arctan ! (2.20)
: X, — X;

'/ i

As has alrcady been noted, these segment angles are absolute in the defined
spatial reference system. It is therefore quite easy to calculate the joint angles
trom the angles of the two adjacent segments.

2.6.2  Joint Angles

Fach qomt has o convention for deseribing it magnitude and polarity. For
cxample when the knee s tallv extended. roas deserbed as O flexion. and
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Figure 2.31  Marker location and limb and joint angles as defined using an estab-
lished convention. Limb angles in the spatial reference system are defined using coun-
terclockwise from the horizontal as positive. Thus, angular velocities and accelerations
are also positive in a counterclockwise direction in the plane of movement, which is
cssential for consistent use in subsequent kinetic analysis. Convention for joint angles
(which are relative) is subject to wide variations among researchers, but the convention
must be clarified.

when the leg moves in a posterior direction relative to the thigh, the knee is
said 1o be in flexion. In terms of the absolute angles described previously,

knee angle = ¢, = ¢,, — 6,,

If 0,, > 0,,, the knee is flexed: if 0, < 6,5, the knee is extended.
The convention for the ankle is slightly different in that 90° between the

leg and the foot is boundary between plantarflexion and dorsiflexion. There-
fore,

ankle angle = 6, = 0,, — 6, + 90°

a

If 6, is positive, the foot is plantarflexed; if 6, is negative, the foot is dorsi-
flexed.

2.7 CALCULATION OF VELOCITY AND ACCELERATION

2.7.1 Velocity Calculation

As was seen in Section 2,54, there can be severe problems assocraed with
the determimation of velocity and acceleration mtormation For the reasons

g4l
‘N

CALCTTANTION OF NTTOCTEY AND ACCHTERATTON

cuthmedwe will assume that the raw displacement data have been suitably
mouothed by digital filtering and we have a set of smoothed coordinates and
neles o operate upon. To calculate the velocity from displacement data, all
that s needed is to take the finite difference. For example, to determine the
wclocity in the x direction, we calculate Ax/Ar, where Ax = x,,, — x,, and At
1~ the time between adjacent samples x,,, and x,.

I'he velocity calculated this way does not represent the velocity at either
ol the sample times. Rather, it represents the velocity of a point in time
halfway between the two samples. This can result in errors later on when we
try (o relate the velocity-derived information to displacement data, and both
tesults do not oceur at the same point in time. A way around this problem is
to calculate the velocity and accelerations on the basis of 2Ar rather than Arf.
Fhus, the velocity at the ith sample is

Vyx, = == ——=t (2.21)

Note that the velocity is at a point halfway between the two samples, as
Jdepicted in Figure 2.32. The assumption is that the line joining x, | to x,,,
has the same slope as the line drawn tangent to the curve at x,.

2.7.2 Acceleration Calculation

Similarly, the acceleration is

Ax. = Vi — Vi

2.22)
! 2At ¢

r;rjj””'

Tangent

ﬂ At < A p

Figure 232 bonie dilterence techmqgues tor caleulated slope ol curve in the ith sam-

ple ponnit
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Note that Eqguation (2.22) requires displacement data from samples 40 2
and /i — 2; l.hus, a total of five successive data points o into the aceeleration.
An altematlve and slightly better calculation of acceleration uses only three
successive data coordinates and utilizes the calculated velocities halfway be-
tween sample times:

Xt — X
Vx,, ) B ’
i+1/2 AL (2.23a)
. _ X T X
Vx, ) = v (2.23b)
Pheretore,

\ (S RAVEE Y |

A AV (2.23¢)

2.8 PROBLEMS BASED ON KINEMATIC DATA

1. From Tables A.1 and A.2 in Appendix A, plot the vertical displacement
of the raw and filtered data (in centimeters) for the greater trochanter (hip)
ma.rker for frames 1 to 30. Use a vertical scale as large as possible so as
to identify the noise content of the raw data. In a few lines, describe the
results of the smoothing by the digital filter.

2. U_sing filtered coordinate data (Table A.2), plot the vertical displacement

of the heel marker from TOR (frame 1) to the next TOR (frame 70).

(a) Estn‘pate the inst.am of heel-off during midstance. (Hint: Consider the
elastic compression and release of the shoe material when arriving at
your answer.)

(b) DeFermine the maximum height of the heel above ground level during
swing. Wheg does this occur during the swing phase? (Hint: Consider
lhe. lowest displacement of the heel marker during stance as an indi-
cation of ground level.)

(¢) Describe the vertical heel trajectory during the latter half of swing
(frames 14-27), especially the four frames immediately prior to HRC.

(d) Calculate the vertical heel velocity at HRC.

(e) Calculate from the horizontal displacement data the horizontal heel
velocity at HCR.

(f) From the horizontal coordinate data of the heel during the first fool

flat perloq (frames 35-40) and the sccond foot I period (frames 100
106), estimate the stride length.

COREETRENCES N7

() I one stide pertod is 69 frames. estimate the forward velocity of this
subject.
Lo Plot the trgjectory of the trunk marker (rib cage) over one stride (frames
R 97).

() Is the shape of this trajectory what you would expect in walking?

(h) Is there any evidence of conservation of mechanical energy over the
stride period? (That is, is potential energy being converted to kinetic
energy and vice versa?)

. Dctermine the vertical displacement of the toe marker when it reaches its
lowest point in late stance and compare that with the lowest point during
swing, and thereby determine how much toe clearance took place.
\nswer: y,,. (fr.13) = 0.0485 m, y,,. (fr.66) = 0.0333 m, clearance = 0.152
m = 1.52 ¢m.

5. [From the filtered coordinate data (Table A.2), calculate the following and

check your answer with that listed in the appropriate listings (Tables A.2,

A.3, and A4).

(a) The velocity of the knee in the X direction for frame 10.

(b) The acceleration of the knee in the X direction for frame 10.

(¢) The angle of the thigh and leg in the spatial reference system for frame
30.

(d) From (c) calculate the knee angle for frame 30.

(¢) The absolute angular velocity of the leg for frame 30 (use angular
data, Table A.3).

(f) Using the tabulated vertical velocities of the toe, calculate its vertical
acceleration for frames 25 and 33.

0. l'rom the filtered coordinate data in Table A.2, calculate the following and
check your answer from the results tabulated in Table A.3.
(a) The center of mass of the foot segment for frame 80.
(b) The velocity of the center of mass of the leg for frame 70. Give the
answer in both coordinate and polar form.
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