How to perform a dependent-samples t-test

Most time in kinesiology a dependent t-test (paired t-test) is used when the same subjects are measured twice for the same dependent variable.  This means that the second measurement is related to (partly dependent on) the first measurement.  I.e., there are certain characteristics of the participant that will have the same affect on both measurements.  For example, if a person is very athletic, then they would likely have an inherently positive attitude toward exercise. Assume they participated in a study that investigated the affect of an intervention on attitude towards exercise.  We’d expect this athletic person to score high during a pre-test.  Any influence of the intervention would only add to the pre-test score, therefore both pre and post tests are affected similarly by the participant’s athletic nature.
Based on the above explanation, you'll need two columns of information. One column should be the first measurement of the dependent variable (Pre_test in Figure 1 below), and the other should be the second measurement of the dependent variable on the same subjects (Three_weeks in Figure 1). Notice that this is not the same set-up as an independent samples t-test.
Figure 1: Data View
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How did I name the variables Pre_test and Three_weeks? There are 2 tabs at the bottom of the Data Editor, one labeled Data View, and the other Variable View.  You can toggle back and forth between the Data View (see Figure 1) and the Variable View, which is illustrated in Figure 2:

Figure 2: Variable View
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In the Name column, you can type whatever labels you wish for your variables. If you don't type in labels, SPSS will use labels like VAR001 and VAR002 by default.  You can not use spaces when naming the variables.  They are other restrictions as well.  
To actually perform the dependent-samples t-test, you need to click on the Analyze menu, select Compare Means and then Paired-Samples T test, as in Figure 3.

Figure 3: Starting the t-test
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After this, a dialog box will appear. In this box, you'll be able to select the "Paired-Variables" (the variables will be the names of the two columns of data). In this example, there are only two variables to select from.  Select both as shown in Figure 4.

Figure 4: Selecting the Paired-Variables
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Click “OK” to run the analysis.  The level of confidence is set at 95% as the default.
After you click “OK”, a new window will appear (called the SPSS Viewer) with the results of the t-test. The important part of the output is shown in Figure 5.

Figure 5: The results of the t-test
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There's a lot of useful information here. In the first box there are descriptive statistics for the two measurement times, which provides the means and standard deviations.
We knew ahead of time that the two columns of measurements would be related.  SPSS automatically provides information on how closely the two sets of measurements are related.  We can see that there was a correlation of .458, but that this was not significant.
In third box are the results of the paired t-test, I've highlighted the most important parts for doing a hypothesis test. You can see that t is -2.171 with df = 7.  For t(7) = -2.171, we get a p-value of .066, which would not be significant at ( = .05.  The decision rule is as follows: If the significance value (which is usually labeled p in research reports) is less than alpha, reject H0; if it's greater than alpha, do not reject H0. So, in this case, because the significance value of .066 is higher than alpha = .05, we cannot reject the null hypothesis. We would report the results of this t-test by saying something like, "There was not a significant improvement in attitude towards exercise following the three week intervention, t(7) = 2.171, p = .066."
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